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Say we have a layer of N inputs and each xi is either 1 or -1. The layer itself:

N∑
i

wixi + β = z

Conjunction condition: 1. all atom true, the conjunction is true. 2. one atom false, the conjunction is
false.

N∑
i

|wi|+ β = z (1)

N∑
i,i ̸=j

|wi| − |wj |+ β = −z (2)

Equation 1 + 2:

−2β =

N∑
i

|wi|+
N∑

i,i ̸=j

|wi| − |wj |

−2β = 2

N∑
i

|wi| − 2|wj |

β = |wj | −
N∑
i

|wi|

We can use this as a form of β for more general cases.
Say that there are more than one atom in the conjunction being false, this means that the conjunction

should still be false. So the layer output should be less than 0. Let β = α−
∑N

i |wi|.

N∑
i s.t. wixi>0

|wi| −
N∑

j s.t. wjxj<0

|wj |+ β < 0

N∑
i s.t. wixi>0

|wi| −
N∑

j s.t. wjxj<0

|wj |+ α−
N∑
i

|wi| < 0

α− 2
∑

j s.t. wjxj<0

|wj | < 0

α < 2
∑

j s.t. wjxj<0

|wj | (3)

Note that α− 2
∑

j s.t. wjxj<0 |wj | can be see as the output of a conjunctive layer in general.
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Go back to the conjunction condition two, the minimum case would be there is only one atom being false
in the conjunction. So Equation 3 becomes:

α < 2|wj | (4)

So a suitable value of α for Equation 4 would be mini,wi ̸=0 |wi|. If mini,wi ̸=0 |wi| happen to be the same
value of |wj |, we still have inequality |wj | < 2|wj |. If wj = 0, then we go back to Equation 1 case, and
knowing the output of the layer is α − 2

∑
j s.t. wjxj<0 |wj |, we know that the output would still be greater

than 0. If we take α = mini,wi ̸=0 |wi| and substitute it into Equation 3, the inequality should always hold,
as we have verified the base case of only one negation, and adding more to the R.H.S would not change the
result of inequality. To conclude, a conjunctive layer’s bias should be

β = min
i,wi ̸=0

|wi| −
N∑
i

|wi| (5)

A counterexample for having β = maxi |wi|−
∑N

i |wi| (at least during training time) is like the following.
Weights are as 3, 1, 1 and input are as 1, -1, 1.

3 · 1 + 1 · (−1) + 1 · 1 + β

=3− 1 + 1 + (3− (3 + 1 + 1))

=1 ≮ 0

Although this should be resulting a negative since there is one atom being false, the output layer is
greater than 0. However, such problem shouldn’t happen if weights are 6 / -6. If the weights are not the
same, choice of max and min doesn’t matter.
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